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1
EVENT-BASED DELAY DETECTION AND
CONTROL OF NETWORKED SYSTEMS IN
MEDICAL VENTILATION

INTRODUCTION

A ventilator is a device that mechanically helps patients
breathe by replacing some or all of the muscular effort
required to inflate and deflate the lungs. In recent years, there
has been an accelerated trend towards an integrated clinical
environment. That is, medical devices are becoming increas-
ingly integrated with communication, computing, and control
technologies. Technical advances have enabled performance
enhancement and placement flexibility for sensing mecha-
nisms that may provide monitoring capabilities, including
data acquisition and transmission.

Indeed, medical ventilators may greatly benefit from a
distributed network of sensing and monitoring subsystems.
These subsystems may be optimally placed throughout the
ventilatory system for measuring and communicating patient
signals as well as for collecting diagnostic and/or physiologi-
cal data. However, communication delays between distrib-
uted subsystems and a central processing platform within the
medical ventilator must be adequately accounted for.

EVENT-BASED DELAY DETECTION AND
CONTROL OF NETWORKED SYSTEMS IN
MEDICAL VENTILATION

This disclosure describes systems and methods for detect-
ing and quantifying transmission delays associated with dis-
tributed sensing and monitoring functions of a ventilatory
system. Specifically, the present methods and systems
described herein define an event-based delay detection algo-
rithm for determining transmission delays between distrib-
uted signal measurement and processing subsystems and a
central platform that receives data from these subsystems. Itis
important to evaluate and quantify transmission delays
because dyssynchrony in data communication may result in
the misalignment of visualization and monitoring systems or
instability in closed-loop control systems. Generally,
embodiments described herein seek to quantify transmission
delays by selecting a ventilator-based defining event as a
temporal baseline and calculating the delay between the
inception of the defining event and the receipt of data regard-
ing the defining event from one or more distributed sensing
devices.

Embodiments of the present disclosure may include a
method for determining a transmission delay associated with
a distributed sensor in a ventilatory system. The method may
comprise initiating a defining event and receiving a plurality
of data samples after inception of the defining event from an
internal sensor and from a distributed sensor. The plurality of
data samples may be indexed in order of successive cycles
based on data sample arrival times from the internal sensor
and from the distributed sensor. The method may further
calculate a first number of cycles received from the internal
sensor after inception of the defining event until a first data
sample breaches a threshold and calculate a second number of
cycles received from the distributed sensor after inception of
the defining event until a first data sample breaches the thresh-
old. The transmission delay associated with the distributed
sensor may be calculated by subtracting the first number of
cycles from the second number of cycles. Data received from
the internal sensor and the distributed sensor may then be
synchronized based on the calculated transmission delay
associated with the distributed sensor and displayed.
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Further embodiments may include a ventilatory system for
determining a transmission delay associated with a distrib-
uted sensor in a ventilatory system. The ventilatory system
may be configured to initiate a defining event and receive a
plurality of data samples after inception of the defining event
from an internal sensor and from a distributed sensor. The
plurality of data samples may be indexed in order of succes-
sive cycles of data sample arrival times from the internal
sensor and from the distributed sensor. The ventilatory system
my calculate a first number of cycles received from the inter-
nal sensor after inception of the defining event until a first data
sample breaches a threshold and a second number of cycles
received from the distributed sensor after inception of the
defining event until a first data sample breaches the threshold.
Thereafter, the transmission delay associated with the distrib-
uted sensor may be calculated by subtracting the first number
of cycles from the second number of cycles. Data received
from the internal sensor and the distributed sensor may be
synchronized based on the calculated transmission delay
associated with the distributed sensor.

Still other embodiments may include other methods for
determining a transmission delay associated with a distrib-
uted sensor in a ventilatory system. The other methods may
comprise initiating a defining event and receiving a plurality
of data samples after inception of the defining event from an
internal sensor and from a distributed sensor. The plurality of
data samples may be indexed in order of successive cycles
based on data sample arrival times from the internal sensor
and from the distributed sensor. The other methods may cal-
culate a first number of cycles received from the internal
sensor after inception of the defining event until a first data
sample breaches a threshold and a second number of cycles
received from the distributed sensor after inception of the
defining event until a first data sample breaches the threshold.
The transmission delay associated with the distributed sensor
may then be calculated by subtracting the first number of
cycles from the second number of cycles. Data received from
the internal sensor and the distributed sensor may be synchro-
nized based on the calculated transmission delay associated
with the distributed sensor. Synchronized data may then be
analyzed for making a recommendation regarding at least one
of: a patient condition and a patient treatment.

These and various other features as well as advantages
which characterize the systems and methods described herein
will be apparent from a reading of the following detailed
description and a review of the associated drawings. Addi-
tional features are set forth in the description which follows,
and in part will be apparent from the description, or may be
learned by practice of the technology. The benefits and fea-
tures of the technology will be realized and attained by the
structure particularly pointed out in the written description
and claims hereof as well as the appended drawings.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are intended to provide further
explanation of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

The following drawing figures, which form a part of this
application, are illustrative of described technology and are
not meant to limit the scope of the invention as claimed in any
manner, which scope shall be based on the claims appended
hereto.

FIG.1 is a diagram illustrating an embodiment of an exem-
plary ventilator connected to a human patient.
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FIG. 2 is a block-diagram illustrating an embodiment of a
ventilatory system for monitoring a ventilator-based defining
event and quantifying delays associated with transmitting
monitored data from distributed sensors.

FIG. 3 is a flow chart illustrating an embodiment of a
method for calculating a distributed sensor transmission
delay in a ventilatory system.

FIG. 4 is a flow chart illustrating an embodiment of a
method for calculating a distributed sensor delay coefficient
in a ventilatory system.

DETAILED DESCRIPTION

Although the techniques introduced above and discussed
in detail below may be implemented for a variety of medical
devices, the present disclosure will discuss the implementa-
tion of these techniques for use in a mechanical ventilator
system. The reader will understand that the technology
described in the context of a ventilator system could be
adapted for use with other therapeutic equipment having
transmission delays associated with monitoring data.

This disclosure describes systems and methods for quan-
tifying transmission delays between inception of a ventilator-
based defining event that serves as a temporal baseline and
receipt of data regarding the same defining event from one or
more distributed sensing devices. Specifically, for purposes
of'this disclosure, a transmission delay may be defined as the
interval between the time of occurrence of a measurable
change associated with a defining event sensed by a distrib-
uted sensor and the time the change in measurement is
received at a central platform. As transmission delays are
calculated based on an actual time of inception for the venti-
lator-based defining event, time-stamping data is not neces-
sary to the present methods.

FIG. 1 illustrates an embodiment of a ventilator 100 con-
nected to a human patient 150. Ventilator 100 includes a
pneumatic system 102 (also referred to as a pressure gener-
ating system 102) for circulating breathing gases to and from
patient 150 via the ventilation tubing system 130, which
couples the patient to the pneumatic system via an invasive
(e.g., endotracheal tube, as shown) or a non-invasive (e.g.,
nasal mask) patient interface.

Ventilation tubing system 130 may be a two-limb (shown)
ora one-limb circuit for carrying gases to and from the patient
150. In a two-limb embodiment, a fitting, typically referred to
as a “wye-fitting” 170, may be provided to couple a patient
interface 180 (as shown, patient interface 180 is an endotra-
cheal tube) to an inspiratory limb 132 and an expiratory limb
134 of the ventilation tubing system 130.

Pneumatic system 102 may be configured in a variety of
ways. In the present example, system 102 includes an expi-
ratory module 108 coupled with the expiratory limb 134 and
an inspiratory module 104 coupled with the inspiratory limb
132. Compressor 106 or another source(s) of pressurized
gases (e.g., air, oxygen, and/or helium) is coupled with
inspiratory module 104 to provide a gas source for ventilatory
support via inspiratory limb 132.

The pneumatic system 102 may include a variety of other
components, including sources for pressurized air and/or
oxygen, mixing modules, valves, sensors, tubing, accumula-
tors, filters, etc. Controller 110 is operatively coupled with
pneumatic system 102, signal measurement and acquisition
systems, and an operator interface 120 that may enable an
operator to interact with the ventilator 100 (e.g., change ven-
tilator settings, select operational modes, view monitored
parameters, etc.). Controller 110 may include memory 112,
one or more processors 116, storage 114, and/or other com-
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4

ponents of the type commonly found in command and control
computing devices. In the depicted example, operator inter-
face 120 includes a display 122 that may be touch-sensitive
and/or voice-activated, enabling the display to serve both as
an input and output device.

The memory 112 is non-transitory, computer-readable
storage media that stores software that is executed by the
processor 116 and which controls the operation of the venti-
lator 100. In an embodiment, the memory 112 includes one or
more solid-state storage devices such as flash memory chips.
In an alternative embodiment, the memory 112 may be mass
storage connected to the processor 116 through a mass stor-
age controller (not shown) and a communications bus (not
shown). Although the description of computer-readable
media contained herein refers to a solid-state storage, it
should be appreciated by those skilled in the art that com-
puter-readable storage media can be any available media that
can be accessed by the processor 116. Computer-readable
storage media includes non-transitory, volatile and non-vola-
tile, removable and non-removable media implemented in
any method or technology for storage of information such as
computer-readable instructions, data structures, program
modules or other data. Computer-readable storage media
includes, but is not limited to, RAM, ROM, EPROM,
EEPROM, flash memory or other solid state memory tech-
nology, CD-ROM, DVD, or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
the computer.

As described in more detail below, controller 110 may
monitor pneumatic system 102 in order to ensure proper
functioning of the ventilator. The specific monitoring may be
based on inputs received from pneumatic system 102, one or
more sensors, operator interface 120, and/or other compo-
nents of the ventilator. As discussed further herein, sensors
may be located in optimal locations throughout the ventila-
tory system. For example, one or more sensors may be asso-
ciated with wye-fitting 170 and/or patient interface 180. As
described further herein, a sensor associated with wye-fitting
170 may be referred to as a “proximal flow sensor” and may
detect changes in pressure and flow within ventilation tubing
system 130.

Communication between components of the ventilatory
system may be conducted over a distributed network, as
described further herein, via wired or wireless means. For
example, data transmission from a sensor via wired means
may use serial transmission over RxD, TxD, and GND lines
of a regular RS-232 interface, or via an optional USB inter-
face. Further, the present methods may be configured as a
presentation layer built over the TCP/IP protocol. TCP/IP
stands for “Transmission Control Protocol/Internet Protocol”
and provides a basic communication language for many local
networks (such as intra- or extranets) and is the primary
communication language for the Internet. Specifically, TCP/
IP is a bi-layer protocol that allows for the transmission of
data over a network. The higher layer, or TCP layer, divides a
message into smaller packets, which are reassembled by a
receiving TCP layer into the original message. The lower
layer, or IP layer, handles addressing and routing of packets
so that they are properly received at a destination.

FIG. 2 is a block-diagram illustrating an embodiment of a
ventilatory system for monitoring a ventilator-based defining
event and quantifying delays associated with transmitting
monitored data from one or more sensors.

Ventilatory system 200 includes ventilator 202 with its
various modules and components. That is, ventilator 202 may
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further include, inter alia, memory 208, one or more proces-
sors 206, user interface 210, and ventilation module 212.
Memory 208 is defined as described above for memory 112.
Similarly, the one or more processors 206 are defined as
described above for the one or more processors 116. Proces-
sors 206 may further be configured with a clock whereby
elapsed time may be monitored by the system 200.
Ventilation module 212 oversees ventilation as delivered to
a patient according to the ventilatory settings prescribed for
the patient. By way of general overview, the basic elements
impacting ventilation may be described by the following ven-
tilatory equation (also known as the Equation of Motion,
applicable during both inspiration and expiration):

P, +P,=V/C+R*F

Here, P,, is a measure of muscular effort that is equivalent to
the pressure generated by the muscles of a patient. If the
patient’s muscles are inactive, the P,, is equivalent to 0 cm
H,O. During inspiration, P, represents the positive pressure
delivered by a ventilator (generally in cm H,O). This venti-
latory pressure, P, represents ventilatory circuit pressure,
i.e., the pressure gradient between the airway opening and the
ambient pressure to which the patient’s body surface is
exposed. For example, for positive pressure ventilation, pres-
sure at the upper airway is positive relative to the pressure at
the body’s surface (i.e., relative to the ambient atmospheric
pressure, which is set to 0 cm H,O). This pressure gradient is
what allows air to flow into the airway and ultimately into the
lungs of a patient during inspiration (or, inhalation). V repre-
sents the volume delivered, C refers to the respiratory com-
pliance, R represents the respiratory resistance, and F repre-
sents the gas flow during inspiration (generally in liters per
min (Ipm)). As such, where other variables are known, upon
detecting changes in P, flow may be derived by the ventilator.

With reference to the ventilatory equation above, ventila-
tion module 212 may deliver air pressure during inspiration
into the ventilatory circuit, and thereby into a patient’s lungs,
by any suitable method, either currently known or disclosed
in the future. Specifically, ventilation module 212 may be in
communication with inspiratory module 104 coupled to com-
pressor 106, or other source(s) of pressurized gases (e.g., air,
oxygen, and/or helium), to provide a gas source for delivering
airpressure via inspiratory limb 132. As noted above, delivery
of air pressure to the upper airway will create a pressure
gradient that enables gases to flow into a patient’s lungs, i.e.,
positive flow. The pressure from which a ventilator initiates
inspiration is termed the “baseline” pressure. This pressure
may be atmospheric pressure (0 cm H,0), also called zero
end-expiratory pressure (ZEEP). Alternately, the baseline
pressure may be positive, termed positive end-expiratory
pressure (PEEP).

During inspiration, gas flow is delivered to a patient until a
desired pressure or flow target is reached based on a reference
trajectory and/or a set time, and subsequently the transition to
expiration may be initiated. By way of general overview, a
ventilator initiates expiration based on an inspiratory time
setting or other cycling criteria set by the clinician or derived
from ventilator settings. Upon initiating an expiratory phase,
the ventilator allows the patient to exhale by opening an
expiratory valve associated with, for example, expiratory
module 108. As such, expiration is passive, and the direction
of airflow, as described above, is governed by the pressure
gradient between the patient’s lungs and the ambient surface
pressure. Thus, the higher the pressure difference across the
expiratory valve, the higher the resultant expiratory flow in
the circuit, i.e., negative flow. As the increment of flow change
leaving the patient’s lungs through the expiratory module is

10

15

20

25

30

35

40

45

50

55

60

6

dependent on the resistance of the pneumatic path (expiratory
valve, circuit, etc.), expiratory flow may be governed at least
in part by the magnitude of the size of the opening of the
expiratory valve. Note that at the point of transition between
inhalation and exhalation, the direction of airflow abruptly
changes from a positive flow (into the lungs) to a negative
flow (out of the lungs).

The ventilatory system 200 may also include a display
module 204 communicatively coupled to ventilator 202. Dis-
play module 204 provides various input screens, for receiving
clinician input, and various display screens, for presenting
useful information to the clinician. The display module 204 is
configured to communicate with user interface 210 and may
include a graphical user interface (GUI). The GUI may fur-
ther provide various windows and elements to the clinician
for input and interface command operations. Alternatively,
user interface 210 may provide other suitable means of com-
munication with the ventilator 202, for instance by a keyboard
or other suitable interactive device.

The ventilatory system 200 may also include one or more
distributed sensors 214 communicatively coupled to ventila-
tor 202. Distributed sensors 214 may detect changes in mea-
surable parameters indicative of a patient’s condition and/or
ventilatory treatment. Distributed sensors 214 may further
include semi-autonomous sensing units with independent
and/or unidentified electronic conditioning and signal pro-
cessing hardware and firmware. Distributed sensors 214 may
be placed in any suitable location, e.g., within the ventilatory
circuitry or other devices communicatively coupled to the
ventilator. For example, sensors may be affixed to the venti-
latory tubing or may be imbedded in the tubing itself. Addi-
tionally or alternatively, sensors may be affixed or imbedded
in or near wye-fitting 170 and/or patient interface 180, as
described above. Distributed sensors 214 may further include
pressure transducers and may be attached at various locations
along the ventilatory circuit to detect changes in circuit pres-
sure and/or flow. Alternatively, sensors may utilize optical or
ultrasound techniques for measuring changes in circuit pres-
sure and/or airflow. A patient’s blood parameters or concen-
trations of expired gases may also be monitored by sensors to
detect physiological changes that may be used as indicators to
study physiological effects of ventilator-based events,
wherein the results of such studies may be used for diagnostic
or therapeutic purposes. Indeed, any distributed sensory
device useful for monitoring changes in measurable param-
eters during ventilatory treatment may be employed in accor-
dance with embodiments described herein.

For example, distributed sensors 214 may include a proxi-
mal flow sensor, as described above. The proximal flow sen-
sor may be placed close to the patient wye-fitting and may
acquire raw data for further processing. That is, the proximal
flow sensor may acquire raw data regarding differential pres-
sure and flow readings for further processing and derivation
by the ventilator. More specifically, distributed sensors 214
may monitor airway pressure data during a suitable ventila-
tor-based defining event. A suitable ventilator-based defining
event may include any number of events that may be detect-
able throughout ventilatory system 200. For example, these
events should be reliably detected by both internal sensors
216, described below, and distributed sensors 214. Addition-
ally, these events should be chosen such that there exists a
one-to-one temporal correspondence between the timeline of
the initiation of the defining event, as registered by a leading
sensor, and a corresponding expected change in the signal, as
registered by a trailing sensor (i.e., trailing would correspond
to data transfer and not event registration). So, when there is
an inherent time delay between a ventilation change (e.g.,
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delivered Oxygen mix) and a corresponding physiological
change (e.g., blood oxygen concentration), such events
should not be used as defining events for signal delay deter-
mination. Specifically, then, a ventilator-based defining event
is a deterministic physical occurrence within the ventilator’s
time framework and, as such, may serve as the basis for
temporal alignment of inter-related signals from various dis-
tributed sensors pertaining to the same event.

For example, a ventilator-based defining event may be
initiated by the ventilator at a particular time, t=0, known to
the ventilator (e.g., the ventilator initiates the transition
between inspiration and expiration by opening of an expira-
tory valve at time zero). Indeed, inception of a ventilator-
based defining event may be set to time zero regardless of why
the ventilator initiated the defining event, i.e., it is irrelevant
whether the ventilator initiated expiration in response to
patient signals from a spontaneously-breathing patient or
whether the ventilator initiated expiration based on a pre-
scribed schedule for a passive patient. Thereafter, the time of
arrival for data collected from external sensors may be com-
pared to the inception (at time zero as detected by internal
sensors) of the ventilator-based defining event. As a result,
ventilator-based defining events may be used to synchronize
the timing of signals received from internal and distributed
network sensors.

For example, as noted above, suitable ventilator-based
defining events may include inhalation/exhalation transitions
(also known as “Breath Cycling”). A cycling event, e.g., the
transition between inspiration and expiration, may be
selected as a defining event because there is an abrupt and
reliable drop in airway pressure concomitant with a direc-
tional change in lung flow during the transition between inspi-
ration and expiration. Additional suitable ventilator-based
defining events may also be selected, including the transition
between expiration and inspiration, a recruitment maneuver
event, etc. Specifically, for a selected defining event compris-
ing the transition between inspiration and expiration, an inter-
nal sensor and a proximal flow sensor may collect and save
airway pressure data for a definite number of samples, e.g., 20
samples (each corresponding to a 5 millisecond sampling
period), the total acquisition frame corresponding to a win-
dow of 100 milliseconds (ms) from the inception of the defin-
ing event. The proximal flow sensor’s final outputs may be
communicated to the ventilator via serial transmission over
RxD, TxD, and GND lines of a regular RS-232 interface, or
via other means such as an optional USB interface. Arrival
times for data from both the internal sensor and the proximal
flow sensor at a central platform of the ventilator may then be
compared to the inception of the defining event (designated as
time zero by the ventilator).

As noted above, distributed sensors 214 may communicate
with various components of ventilator 202, e.g., ventilation
module 212, internal sensors 216, data acquisition module
218, delay calculation module 220, and any other suitable
components and/or modules. For purposes of the present
disclosure, the disclosed and undisclosed processing,
memory, and other modules and components of ventilator
202 may collectively represent the central platform of the
ventilator, as described herein. As described above, distrib-
uted sensors 214 may transmit monitored data over a network
with ventilator 202 via wired or wireless means. Further, the
transmission of monitored data may be delayed for various
reasons before reaching destination components of the ven-
tilator 202. Transmission delays may occur for a variety of
reasons, including delays attributed to sensing mechanisms
within one or more distributed sensors 214, delays related to
signal processing operations, data acquisition and conversion
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delays, and network delays, inter alga. As noted previously,
transmission delays may lead to dyssynchrony and misalign-
ment in visualization and monitoring systems or instability in
closed-loop control systems and should be adequately quan-
tified and accounted for.

Ventilator 202 may further include one or more internal
sensors 216. Similar to distributed sensors 214, internal sen-
sors 216 may employ any suitable sensory or derivative tech-
nique for monitoring one or more parameters associated with
the ventilation of a patient. However, the one or more internal
sensors 216 may be placed in any suitable internal location,
such as, within the ventilatory circuitry or within components
or modules of ventilator 202. For example, sensors may be
coupled to the inspiratory and/or expiratory modules for
detecting changes in, for example, circuit pressure and flow.
Specifically, internal sensors may include pressure transduc-
ers for measuring changes in pressure and/or airflow. Addi-
tionally or alternatively, internal sensors may utilize optical
or ultrasound techniques for measuring changes in ventila-
tory parameters. For example, a patient’s blood or expired
gases may be monitored by internal sensors to detect physi-
ological changes indicative of a defining event of interest.
Indeed, internal sensors may employ any suitable mechanism
for monitoring parameters of interest in accordance with
embodiments described herein.

As described above with reference to distributed sensors
214, for a selected defining event comprising the transition
between inspiration and expiration, internal sensors 216 may
independently collect and save airway pressure data for a
definite number of samples, e.g., 20 samples corresponding to
a window of 100 milliseconds (ms) from the inception of the
defining event. According to a described embodiment, data
from internal sensors 216 correlates with the internal timeline
of the ventilator, i.e., the internal sensors are leading sensors
and provide the temporal baseline for a selected defining
event, as described herein. In alternative embodiments, a
defining event may be selected such that one or more distrib-
uted sensors may detect data associated with the defining
event prior to the internal sensors. In that case, a first distrib-
uted sensor to detect data associated with the defining event
(i.e., the leading sensor) may provide the temporal baseline
for the defining event and the data from trailing sensors (i.e.,
other distributed sensors and the internal sensors) may be
synchronized with the first distributed sensor.

Ventilator 202 may further include a data acquisition mod-
ule 218. As noted above, internal and external sensors may
independently collect and save airway pressure or flow data.
These sensors may further transmit collected data to the data
acquisition module 218 for indexing. Specifically, data acqui-
sition module 218 may save data received from sensors (both
internal and distributed) in buffers and may index the data
according to a sample acquisition sequence, or successive
acquisition cycles, based on data arrival times. As noted
above, according to an embodiment, internal sensors may be
leading sensors and may correlate with the ventilator’s inter-
nal timing framework. According to this embodiment, dis-
tributed sensors may be trailing sensors and data samples
received from the distributed sensors may be delayed by a
particular number of acquisition cycles behind the internal
sensors. A total data collection interval may be determined
based on an expected maximum delay plus a safety margin.

Ventilator 202 may further include a delay calculation
module 220. Delay calculation module 220 may retrieve data
from data acquisition module 218, or other suitable module,
for determining a delay coefficient associated with each of the
one or more distributed sensors 214. For example, utilizing
pressure data obtained from the one or more internal sensors
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216, delay calculation module 220 may compute the number
of acquisition cycles (e.g., N ,,,) from the inception of the
selected defining event (pressure drop as registered by an
internal sensor) until a first cycle indicating a pressure drop
breaching a threshold magnitude (e.g., a pressure drop of 0.5
cm H,O ormore). Indeed, a variety of metrics may be devised
for this comparison based on design requirements and signal
characteristics. In the described embodiment, airway pres-
sure values are utilized (and may be processed to reduce
signal noise), but other metrics are possible. For instance, a
ratiometric indicator of change calculated as the ratio of
instantaneous signal magnitude divided by the sum of the
initial signal magnitude (i.e., the signal magnitude at the first
expiration cycle or FEP) and a fixed constant (to prevent
division by zero in the case of FEP=0). Alternative methods
such as waveform-matching routines like algorithms based
on cross-correlation techniques may be used as appropriate
for design requirements and resource economy.

Delay calculation module 220, utilizing pressure data
obtained from the one or more distributed sensors 214, may
conduct the same comparison. For example, based on data
received from a distributed sensor, delay calculation module
220 may also compute the number of acquisition cycles (e.g.,
N_;,,) from the inception of the selected defining event (i.e.,
time zero as determined by the ventilator’s internal time
framework, discussed above) until a first cycle is received
indicating a breach of the same criteria (e.g., a pressure drop
0f 0.5 cm H,O or more) as registered and transmitted by a
distributed, or trailing, sensor.

Thereafter, delay calculation module 220 may calculate the
delay associated with one or more distributed sensors 214 for
the selected defining event. Specifically, the sensor delay for
the distributed sensor as described above may be represented
as follows:

SensorDelay ;, ,=N,;.~N,

vent

In order to account for statistical variations, data may be
collected for a number of consecutive breaths (e.g., consecu-
tive defining events corresponding to transitions between
inspiration and expiration). For example, data may be
received and saved from both the internal sensors 216 and the
distributed sensors 214 for five consecutive defining events. A
delay coefficient associated with each of the distributed sen-
sors 214 may be calculated based on the data collected from
the five consecutive defining events. The delay coefficient
may then be used for ventilator synchronization purposes
related to each of the distributed sensors 214. For example,
the delay coefficient for the distributed sensor discussed
above may be represented as:

SensorDelayCoef;, ~median(SensorDelay ;.1 - - -
SensorDelay ;;.,s,)

Here, median ( ) refers to a function for calculating a statis-
tical median (i.e., the middle value of SensorDelay ., col-
lected for the five consecutive defining events). According to
other embodiments, calculating the mean or average of Sen-
sorDelay ;... - - - SensorDelay ;;,,5,) may be more appropri-
ate for purposes of determining the SensorDelayCoef, ..
Indeed, any calculation accounting for statistical variations in
the data may be employed within the spirit of the present
disclosure.

The ventilator 202 may further include a data synchroni-
zation module 222. Data synchronization module 222 may
utilize delay coefficients for each of a plurality of distributed
sensors to synchronize data streams transmitted from each of
the plurality of distributed sensors. Specifically, the data
stream transmitted from each distributed sensor may be tem-
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porally aligned with data streams from other sensors based on
each distributed sensor’s delay coefficient. As such, data
streams arriving from the plurality of distributed sensors may
be synchronized for display to a clinician, e.g., via wave-
forms, graphs, etc., according to a common temporal axis. In
addition, synchronized data may be analyzed by the ventilator
for presenting recommendations to a clinician regarding a
patient’s condition and/or treatment or for initiating closed-
loop control operations.

FIG. 3 is a flow chart illustrating an embodiment of a
method for calculating a distributed sensor transmission
delay in a ventilatory system.

At initiate defining event operation 302, the ventilator may
initiate a ventilator-based defining event at time zero. As
previously noted, any number of defining events may be
appropriately utilized for determining transmission delays
associated with distributed sensors. However, for purposes of
the present disclosure, the transition between inspiration and
expiration (i.e., a cycling event) will be illustrated and dis-
cussed as the defining event. As such, for a passive patient, the
ventilator may detect that the cycling criteria has been met
and that transition into expiration ought to be initiated, for
example. Alternatively, for a spontaneously-breathing
patient, the ventilator may detect a change in patient effort,
signaling that expiration ought to be initiated. In either case,
the ventilator may initiate the transition into expiration by
opening the expiratory valve, as described above. The incep-
tion of the defining event, then, corresponds to the ventilator
beginning to open the expiratory valve at time zero and detec-
tion by an internal sensor of a measurable change in a signal
such as pressure.

At collect data samples operation 304, internal and distrib-
uted sensors may collect data samples associated with the
defining event. For example, each sensor may collect 20
pressure data samples over a 100 ms period from inception of
the defining event. As described above, any definite number
of data samples over a specific time period following incep-
tion of the defining event may be appropriate and well within
the spirit of the present disclosure.

At index operation 306, the ventilator’s data acquisition
module may collect data from multiple internal as well as
distributed sensors at definite sampling rates (with known
sampling periods separating each consecutive reading) and
may receive and index collected data samples from each
sensor. That is, the ventilator may save data samples from
each sensor in buffers and may index, or order, the data
samples according to their arrival times at the ventilator.
Although multiple internal and distributed sensors are pos-
sible within the scope of the present disclosure, an embodi-
ment involving a single internal sensor, a single distributed
sensor, and a data acquisition module with a fixed sampling
period (e.g., 5 ms) that produces a single measurement
sample per acquisition cycle will be discussed herein. As
noted above, according to a described embodiment, the inter-
nal sensor may be a leading sensor (used for time reference)
and datareceived from the internal sensor may, thus, establish
the timeline for the defining event. Alternatively, the distrib-
uted sensor may be a trailing sensor and arrival times for data
samples from the distributed sensor may be delayed, as
described above, by a number of acquisition periods (of
known duration) behind the data received from the internal
sensor. The duration of each acquisition cycle (period
between two consecutive readings) is one of the characteris-
tics of the data acquisition module.

At calculate N, ., operation 308, the ventilator may count
a number of samples of data (e.g., N, ,,,) received from the
internal sensor after inception of the defining event until a first
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cycle in which a data sample breaches a threshold value as
measured by the reference (leading) sensor. For example, the
threshold value may be a pressure of 0.5 cm H,O and the
ventilator may calculate the number of cycles from the incep-
tion of the defining event to a first cycle indicating a drop in
circuit pressure of 0.5 cm H,O or more. As noted above,
metrics using data samples other than pressure values are
possible and well within the scope of the present disclosure.

At calculate N, , operation 310, the ventilator may count
the number of samples of data (e.g., N,,) received from the
distributed sensor after inception of the defining event until
the first cycle having a data sample that breaches the same
threshold value. Referring to the example above, the ventila-
tor may calculate the number of samples received from the
distributed sensor after the inception of the defining event
until a first cycle indicating a drop in circuit pressure of 0.5 cm
H,O or more as measured by the distributed sensor. In some
embodiments, the distributed sensor may be a proximal flow
sensor, as described above.

At calculate SensorDelay ., operation 312, the ventilator
may determine a delay associated with the distributed sensor.
That is, the ventilator may determine a number of cycles that
data from the distributed sensor is delayed behind data of the
internal sensor for the defining event. For example, the ven-
tilator may calculate the SensorDelay ., as follows:

SensorDelay ;, ,=N,;.~N,

vent

In some embodiments, the ventilator may further calculate
the delay for the distributed sensor in terms of a time estimate.
For example, according to the described embodiment, if 20
data samples were collected over 100 ms, a data sample was
collected every 5 ms from each sensor. Thus, a time estimate
of'the delay may be represented as the product of the number
of delayed cycles by the 5 ms sampling period, i.e.:

5 ms/cycle*SensorDelay 4 (cycles)=SensorDelay 4.,
(ms)

The above time delay is an estimate because it assumes that
data samples will arrive at the ventilator a fixed rate regardless
of any sampling period (or frequency) jitter. Furthermore, in
data acquisition modules, data are updated at definite sam-
pling intervals during which an acquired value remains the
same until the next sampling period (sample and hold opera-
tion). Thus, a change in the signal of interest may occur at any
time during a sampling period (e.g., 5 or 10 ms interval) and
will be assigned to that cycle regardless of the exact time of
occurrence. Therefore, only an estimated time delay is deter-
mined by the above calculation and the accuracy of the esti-
mated values is a function of multiple factors including signal
acquisition characteristics. It is understood that different sen-
sors may be sampled at different rates and the corresponding
sampling intervals may be known.

In another embodiment, a more accurate estimate of the
average sampling period may be calculated by taking a total
time measurement (measured by an independent clock, when
available, which is different from the timing mechanism used
by the data acquisition module) for a finite number of cycles,
n, (i.e., time of receipt of first cycle until time of receipt of nth
cycle, designated an acquisition frame) divided by n samples
(e.g., 100 ms acquisition frame/20 samples=5 ms). This cal-
culation provides an estimate of the average receipt time per
cycle. Thereafter the average receipt time per cycle (average
sampling period) may be multiplied by the SensorDelay ., to
provide a time estimate of the delay as follows:

Acquisition frame(ms)/n(cycles)*SensorDelay .,
(cycles)=SensorDelay 4, (ms)
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FIG. 4 is a flow chart illustrating an embodiment of a
method for calculating a distributed sensor delay coefficient
in a ventilatory system.

At initiate multiple defining events operation 402, the ven-
tilator may initiate a number of consecutive defining events.
For example, the ventilator may initiate multiple defining
events comprising transitions between inspiration and expi-
ration for a number of consecutive breaths, e.g., five breaths.
In accordance with the discussion above, inception of each
consecutive defining event may be reset to time zero by the
ventilator.

At collect data samples operation 404, the internal and
distributed sensor readings may be collected by the ventilator
data acquisition module to collect data samples for each con-
secutive defining event. For example, 20 pressure data
samples may be collected from each of the sensors over a 100
ms period from the inception of each consecutive defining
event.

At index operation 406, the ventilator may receive and
index collected data samples from each sensor for each con-
secutive defining event. That is, the ventilator may save data
samples from each sensor for each consecutive defining event
in buffers and may index the data samples according to suc-
cessive acquisition cycles based on their arrival times at the
ventilator. As noted above, where the internal sensor is a
leading sensor, data samples received from the internal sensor
may establish the temporal baseline for each consecutive
defining event. Consequently, where the distributed sensor is
a trailing sensor, arrival times for data samples from the
distributed sensor for each consecutive defining event may be
delayed, as described above.

Atcalculate N, 1), operation 408, for each consecu-
tive defining event, the ventilator may determine a number of
samples of data (e.g., N, .1y . () received from the internal
sensor following inception of each consecutive defining event
(e.g., 1 through n) until a first cycle having a data sample that
indicates a breach of a threshold value. For example, the
ventilator may calculate the number of data samples from the
inception of each consecutive defining event until a first cycle
indicating a drop in circuit pressure of 0.5 cm H,O or more.

Atcalculate N ;,,1y (, operation 410, for each consecu-
tive defining event, the ventilator may determine the number
of samples of data (e.g., N,y . () received from the
distributed sensor following inception of each consecutive
defining event (e.g., 1 through n) until a first cycle having a
data sample that indicates a breach of the same threshold
value as registered by the distributed sensor. Again referring
to the example above, the ventilator may calculate the number
of data samples received from the distributed sensor after the
inception of each consecutive defining event until a first cycle
having a data samples indicating a drop in circuit pressure of
0.5 cm H,O or more. As above, in some embodiments, the
distributed sensor may be a proximal flow sensor.

At calculate SensorDelay .,y . () Operation 412, for
each consecutive defining event, the ventilator may determine
a delay associated with the distributed sensor. That is, the
ventilator may determine a number of cycles in which data
from the distributed sensor is delayed behind data of the
internal sensor for each consecutive defining event. For
example, the ventilator may calculate a set of consecutive
distributed sensor delays (e.g. 1 through n) as follows:

SensorDelaydist(l) o (n):(Ndist_Nvent)(l) . ()

At calculate distributed sensor delay coefficient operation
414, the ventilator may determine a delay coefficient for the
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distributed sensor. Specifically, the ventilator may calculate
the median of the set of consecutive distributed sensor delays
as follows:

SensorDelayCoef;, ~median(SensorDelay .1y .. . on)

Here, median ( ) refers to a function for calculating a statis-
tical median (i.e., the middle value of the set of consecutive
distributed sensor delays, SensorDelay 4,1y . ,)- As noted
above, other calculations that account for statistical variations
inthe SensorDelay ;1) (. values may be employed within
the spirit of the present disclosure.

At synchronize data operation 416, the ventilator may use
the SensorDelayCoef, , to align data streams transmitted
from the distributed sensor with data streams transmitted
from other sensors. Specifically, in some embodiments, the
synchronized data may be displayed to a clinician in the form
of data values, wave forms, graphs, or other suitable forms of
display. In other embodiments, synchronized data may be
analyzed by the ventilator in order to make recommendations
to the clinician regarding a patient’s condition and/or treat-
ment, e.g., in the form of smart prompts or otherwise. For
example, based on synchronized data received from internal
and distributed sensors, the ventilator may determine that
differential pressure readings indicate a leak or occlusion
within the ventilatory circuit. As such, an appropriate alert
may be presented to a clinician regarding the ventilator’s
assessment of the synchronized data. In still other embodi-
ments, the synchronized data may be utilized by the ventilator
for closed-loop control operations, e.g., adjusting one or more
ventilatory settings in response to an evaluation of the syn-
chronized data and protocols specifying appropriate corre-
sponding adjustments while applying appropriate predictive
methods to compensate for measurement delays. For
example, appropriate settings adjustments may include, inter
alia, increasing or decreasing a PEEP setting, increasing or
decreasing an Inspiratory Pressure target setting, increasing
or decreasing a FiO, setting, or any other suitable settings
adjustment as prescribed by an appropriate protocol or speci-
fication.

It will be clear that the systems and methods described
herein are well adapted to attain the ends and advantages
mentioned as well as those inherent therein. Those skilled in
the art will recognize that the methods and systems within this
specification may be implemented in many manners and as
such is not to be limited by the foregoing exemplified embodi-
ments and examples. In other words, functional elements
being performed by a single or multiple components, in vari-
ous combinations of hardware and software, and individual
functions can be distributed among software applications at
either the client or server level. In this regard, any number of
the features of the different embodiments described herein
may be combined into one single embodiment and alternative
embodiments having fewer than or more than all of the fea-
tures herein described are possible.

While various embodiments have been described for pur-
poses of this disclosure, various changes and modifications
may be made which are well within the scope of the present
invention. Numerous other changes may be made which will
readily suggest themselves to those skilled in the art and
which are encompassed in the spirit of the disclosure and as
defined in the appended claims.

What is claimed is:

1. A method implemented by a ventilator system compris-
ing at least one processor and at least one memory, the at least
one memory storing computer-readable instructions that
when executed by the at least one processor cause the venti-
lator system to perform a method for determining a transmis-

5

10

15

20

25

30

35

40

45

50

55

60

65

14

sion delay associated with a distributed sensor in the ventila-
tor system, the method comprising:

initiating, by the ventilator system, a defining event;

receiving a first plurality of data samples for a parameter

after inception of the defining event from an internal
sensor;

receiving a second plurality of data samples for the param-

eter after inception of the defining event from a distrib-
uted sensor;

indexing the first plurality of data samples in order of

successive cycles based on data sample arrival times
from the internal sensor;

indexing the second plurality of data samples in order of

successive cycles based on data sample arrival times
from the distributed sensor;
calculating a first number of cycles received from the inter-
nal sensor after inception of the defining event until a
first data sample of the first plurality of data samples
breaches a threshold associated with the parameter;

calculating a second number of cycles received from the
distributed sensor after inception of the defining event
until a first data sample of the second plurality of data
samples breaches the threshold associated with the
parameter;
calculating, by the ventilator system, the transmission
delay associated with the distributed sensor by subtract-
ing the first number of cycles from the second number of
cycles, wherein the transmission delay is represented as
a number of cycles;

synchronizing data received from the internal sensor and
the distributed sensor based on the calculated transmis-
sion delay associated with the distributed sensor; and

analyzing, by the ventilator system, the synchronized data
in order to identify at least one of a leak and an occlusion
in a ventilatory circuit.

2. The method of claim 1, wherein the defining event is a
transition from inspiration to expiration.

3. The method of claim 1, wherein the first plurality of data
samples comprises 20 data samples collected over 100 milli-
seconds (ms) after the inception of the defining event by the
internal sensor and the second plurality of data samples com-
prises 20 data samples collected over 100 milliseconds (ms)
after the inception of the defining event by the distributed
Sensor.

4. The method of claim 1, wherein the distributed sensor is
a proximal flow sensor.

5. The method of claim 1, wherein the threshold is a circuit
pressure change of 0.5 cm H,O, and wherein the threshold is
breached when a data sample indicates that circuit pressure
dropped by 0.5 cm H,O or more.

6. The method of claim 1, further comprising:

initiating a plurality of consecutive defining events com-

prising a transition from inspiration to expiration for
each of a plurality of consecutive breaths.

7. The method of claim 6, further comprising:

calculating a set of distributed sensor delays, wherein the

set of distributed sensor delays comprises a distributed
sensor delay for each of the plurality of consecutive
defining events; and

calculating a median of the set of distributed sensor delays

to yield a distributed sensor delay coefficient.

8. The method of claim 7, further comprising:

synchronizing the data received from the internal sensor

and the distributed sensor based on the distributed sensor
delay coefficient.

9. A method implemented by a ventilator system compris-
ing at least one processor and at least one memory, the at least
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one memory storing computer-readable instructions that
when executed by the at least one processor cause the venti-
lator system to perform a method for determining a transmis-
sion delay associated with a distributed sensor in the ventila-
tor system, the method comprising:
initiating, by the ventilator system, a defining event;
receiving a first plurality of data samples for a parameter
after inception of the defining event from an internal
Sensor;
receiving a second plurality of data samples for the param-
eter after inception of the defining event from a distrib-
uted sensor;
indexing the first plurality of data samples in order of
successive cycles based on data sample arrival times
from the internal sensor;
indexing the second plurality of data samples in order of
successive cycles based on data sample arrival times
from the distributed sensor;
calculating a first number of cycles received from the inter-
nal sensor after inception of the defining event until a
first data sample of the first plurality of data samples
breaches a threshold associated with the parameter;
calculating a second number of cycles received from the
distributed sensor after inception of the defining event
until a first data sample of the second plurality of data
samples breaches the threshold associated with the
parameter,
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calculating the transmission delay associated with the dis-
tributed sensor by subtracting the first number of cycles
from the second number of cycles, wherein the trans-
mission delay is represented as a number of cycles;

synchronizing data received from the internal sensor and
the distributed sensor based on the calculated transmis-
sion delay associated with the distributed sensor; and

analyzing the synchronized data for making a recommen-
dation regarding at least one of: a patient condition and
a patient treatment.

10. The method of claim 9, further comprising:

initiating a plurality of consecutive defining events com-
prising a transition from inspiration to expiration for
each of a plurality of consecutive breaths.

11. The method of claim 10, further comprising:

calculating a set of distributed sensor delays, wherein the
set of distributed sensor delays comprises a distributed
sensor delay for each of the plurality of consecutive
defining events; and

calculating a median of the set of distributed sensor delays
to yield a distributed sensor delay coefficient.

12. The method of claim 11, further comprising:

synchronizing the data received from the internal sensor
and the distributed sensor based on the distributed sensor
delay coefficient.
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